
 

 

  
Abstract—In order to identify the sensitive data of users in 

Internet, a sensitive data identification method is proposed by weight 
constraint Gaussian Mixture-Probability Hypothesis Density 
(GM-PHD) filter and Restricted Boltzmann Machines (RBM) in this 
thesis. At first, the data is normalized with weight constraint in this 
method, and the random network is formed by the definition of the 
collected characteristic simulation energy function of RBM. Then, the 
sensitive feature weight of sensitive data is generated in GM-PHD 
filter. Finally, the simulation experiments are conducted to study this 
method performance compared with GM-PGD filter, Gaussian filter 
by MATLAB, including filtering and tracking performance, relevancy 
degree, sensitive words weight, cluster mapping and high frequency 
approximation. The results show that, compared with other methods, 
this method has better performance. 
 

Keywords—sensitive data, weight constraint, Gaussian 
mixture-probability hypothesis density, restricted Boltzmann machine.  

I. INTRODUCTION 
ITH the development of science and technology, people’s 
dependency on the Internet intensifies. Greater attention 

has been paid to sensitive data with the popularity of 
applications growing in modern life [1-4]. The common 
collection of sensitive data involves Oracle Database, Android, 
cloud environment [5-7] etc. Since the dataflow generated from 
big data is dynamic, it therefore is influenced by the actual uses 
and the network environment. As a result, some of the sensitive 
data cannot be identified effectively when data in large-scale 
network integration exchange.  

The fact that generated data flow can be clustered in data 
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transmission, and some applications have the behavior that 
notify cluster data flow on their own initiative, some research 
indicates that the disclosure of sensitive data occurs in the 
course of initiative notification of cluster information. So, to 
identify sensitive data effectively is of great significance. As 
present, there are two major ways of sensitive data 
identification: data dictionary matching and artificial 
identification. To prevent the loss in economy and reputation 
due to the disclosure of sensitive data, some sensitive data can 
be secured by secret key encryption or another is setting up 
protection barrier by popularity of cloud computing [8]. Among 
which the main protective method is to use labels for sensitive 
data identification in numerous data. Nowadays smart phones 
are the important collection locations of sensitive data, and 
some of the Android malware can associate one and another 
automatically [9]. Literature [10] puts forward an Android 
malware detection method based on permission sequential 
pattern mining algorithm, it designs the mining algorithm to 
permission sequential detection for malware, and warns 
sensitive information, which could be produced when using 
malware. However, this method lacks accuracy because the 
permission mode can be applied in normal applications. 
Sensitive data plays a significant role in other aspects 
information, and the database normally protects sensitive data 
with encryption algorithm, for example, using transparent data 
to encrypt [11] the sensitive data in Oracle database. However, 
the access control depends on the authorization of external 
functions, yet it lacks pertinence identification. 

So, this thesis puts forward a method to identify sensitive 
data based on weight constraint GM-PHD [12-16] filter and 
RBM [17-19]. It is primarily built on the random Neutral 
network model based on probability, and which is normalized 
with weight constraint. And finally, it can extract the features of 
sensitive data and the structure of belief network effectively. 
Meanwhile, the successful detection rate of the sensitive data in 
stimulation neutral network can be improved by calculating the 
probability of the sensitive words which occur frequently and 
maximizing the eligible sample probability.  

II. SENSITIVE DATA FEATURE MODEL 
Sensitive data occur frequently in online applications, and in 

general, a malware involving sensitive data will generate the 
cooperation between several permission frequent itemsets. In 
addition, association rules and cluster mapping are formed 
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based on the permission feature when sensitive data is 
transmitted among applications. Here the load is a, permission 
scheduling result is b, access data isω . There are sensitive data 
interaction between process i and j which is generated from 
dataset u, and they calculate the scheduling b with static 
method.  

𝑎𝑎 = �𝜔𝜔𝑖𝑖(1 − 𝜇𝜇𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

                                                                  (1) 

𝑏𝑏 = 𝑘𝑘1 �𝜔𝜔𝑖𝑖𝜇𝜇𝑖𝑖 + 𝑘𝑘2 �𝑑𝑑𝑖𝑖,𝑗𝑗 �𝜇𝜇𝑖𝑖 − 𝜇𝜇𝑗𝑗 �
𝑖𝑖,𝑗𝑗

                               (2)
𝑖𝑖

 

Here, k1 and k2 are correlation weight value respectively, i, j 
= 1, ..., n. This model is conducted in the U domain, and T, V 
represent the interval range for time and speed. The associate 
rules scheduling model φ is built on the basic variations 
mentioned above. 

φ = 𝑘𝑘1 ��𝐶𝐶𝑉𝑉�1 + 𝑦𝑦𝑡𝑡,𝑣𝑣� + 𝑘𝑘2 � � 𝜛𝜛𝑖𝑖𝑑𝑑𝑢𝑢,𝑧𝑧
𝑢𝑢,𝑧𝑧∈𝑈𝑈𝑓𝑓𝑖𝑖∈𝑀𝑀𝑀𝑀𝑣𝑣∈𝑉𝑉𝑡𝑡∈𝑇𝑇

�𝜇𝜇𝑢𝑢𝑖𝑖

− 𝜇𝜇𝑧𝑧𝑖𝑖 |                                                         (3) 
The result of the data statistics indicates that sensitive data 

usually contains sensitive words, and sensitive data is 
constantly disclosed without the users being informed. 
Therefore, the features is extracted and recognized from the 
sensitive probabilities m, S and w in sensitive data x in this 
thesis, and to conduct the frequency of sensitive words 
occurring in sensitive data. Assuming that after the interact of 
HTTP protocol and the server, the probability of the sensitive 
words occurring in the number of N data packets is f, the 
sensitive words weight calculation model ς is proposed here: 

ς(𝑓𝑓) = �𝑈𝑈𝑇𝑇
−𝑘𝑘1𝑚𝑚𝑇𝑇(𝑇𝑇𝑁𝑁−𝑇𝑇�𝑁𝑁)𝑤𝑤0(𝑥𝑥𝑖𝑖 , 𝑥𝑥�𝑖𝑖 , 𝑆𝑆𝑖𝑖)

𝑁𝑁

+ 𝑘𝑘2𝑣𝑣𝑖𝑖𝑤𝑤𝑇𝑇(𝑇𝑇𝑁𝑁, 𝑇𝑇�𝑁𝑁)(4) 

 Here, U is the high degree of approximation: 

𝑈𝑈𝑘𝑘|𝑘𝑘−1(x) = � 𝑤𝑤𝑘𝑘|𝑘𝑘−1
(𝑖𝑖) 𝑁𝑁�𝑥𝑥;𝑚𝑚𝑘𝑘|𝑘𝑘−1

(𝑖𝑖) , 𝑆𝑆𝑘𝑘|𝑘𝑘−1
(𝑖𝑖) �

𝑓𝑓𝑘𝑘|𝑘𝑘−1

𝑖𝑖=1

                (5) 

The occurrence probability of sensitive words is calculated 
using sensitive words weight in this thesis. Further study of the 
cluster behavior among sensitive data is conducted in order to 
identify sensitive data accurately. In this thesis, the number of 
sensitive sample sets is n, r is target sample, yi is the feature 
signature obtained by collecting and recognizing sensitive data. 
And the mapping cluster model ξ  combined with based on 
Gaussian Mixture mode is here. 

|ξ(𝑟𝑟)| = �(𝑦𝑦𝑖𝑖(𝑟𝑟, 1) − 𝑦𝑦𝑖𝑖(𝑟𝑟, 1)2) + ⋯

+ �𝑦𝑦𝑖𝑖(𝑟𝑟, 𝑛𝑛) − 𝑦𝑦𝑖𝑖(𝑟𝑟, 𝑛𝑛)�2�
1
2                     (6) 

𝑦𝑦𝑖𝑖 = �−𝑥𝑥𝑖𝑖𝑙𝑙𝑙𝑙𝑥𝑥�𝑖𝑖 − 𝑥𝑥𝑖𝑖lg(𝑥𝑥𝑖𝑖)� ��𝑇𝑇𝑁𝑁 − 𝑇𝑇�𝑁𝑁�
2                               (7) 

III. IDENTIFICATION METHOD  
In order to identify sensitive data effectively and accurately, 

this thesis does some research based on weight constraint 
GM-PHD filter and RBM. It can track the unknown objectives 
by GM-PHD filter without particle collection and filter cluster, 
and keep the information consistent using Restricted 
Boltzmann Machines, while the sensitive words having density 
filter. Considering the fact that self-adaptive GM-PHD is 
unable to track and cross objectives on a one-to-one basis, this 
thesis therefore aims to improve GM-PHD filter combined with 
constraint weight.  

In order to achieve the sensitive feature of sensitive data, and 
filter the interference factors unrelated to objective, this thesis 
gets the feature by RBM. After the target environment is 
determined, data is grouped according to its sensitive feature. 
The RBM proposed in this thesis includes foreground hidden 
layer and background hidden layer, aiming at the environment 
factor v and time factor T of target signal. The feature 
identification mode λ is built on the basis above: 

λ = σ(𝑣𝑣𝑖𝑖(𝑏𝑏𝑖𝑖1 + 𝑏𝑏𝑖𝑖2 + �𝑇𝑇𝑖𝑖𝑗𝑗1
𝑛𝑛

𝑗𝑗=1

�1 + ℎ𝑗𝑗1� + �𝑇𝑇𝑖𝑖𝑖𝑖2
𝑛𝑛

𝑗𝑗=1

(1 + ℎ𝑗𝑗2))) (8) 

Here, σ represents weight coefficient, λ1 and λ2 are the 
feature distribution functions based on foreground and 
background layers. 

𝜆𝜆1 = 𝜎𝜎�𝑐𝑐𝑗𝑗 + �𝑣𝑣𝑖𝑖

𝑚𝑚

𝑗𝑗=1

𝑇𝑇𝑖𝑖𝑖𝑖 �                                                   (9) 

𝜆𝜆2 = 𝜎𝜎�𝑏𝑏𝑗𝑗 + �ℎ𝑖𝑖

𝑛𝑛

𝑗𝑗=1

𝑇𝑇𝑖𝑖𝑖𝑖 �                                                    (10) 

 
In order to identify the sensitive data in target data 

effectively, this thesis firstly processes the data in Restricted 
Boltzmann Machines, and calculates the sensitive word weight 
and high-frequency approximation of sensitive data, and then 
describes the data clustering behavior according to the cluster 
mapping property of sensitive data. The algorithm is stated as 
follow in details: 

(1) Set up the environment. Build a special topology 
structure of RBM, including visible neuron layer, environment 
neuron layer, background neuron layer and hidden neuron layer. 
In the visible neuron layer, we seize and determine two target 
signals ω  andθ , track and identify the tracking signal by filter, 
and then input the identified data into visible neuron layer. 

(2) Initialize the parameters. Define dynamic changing 
model and sensor measurement model according to target 
objectives x and y. N(x; m; p) represents Gaussian distribution, 
in which m represents the mean value and p represents 
covariance, ω represents target weight, Qk-1 represents the 
defined covariance in data transmission and FK-1 represents the 
transfer matrix of target state. The predictive function L for 
sensitive data initialization is defined on the basis of Gaussian 
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distribution sensor model f. 

𝑓𝑓𝑘𝑘|𝑘𝑘−1(𝑥𝑥, 𝑦𝑦) = 𝑁𝑁(𝑥𝑥; 𝐹𝐹𝐾𝐾−1; 𝑄𝑄𝑘𝑘−1)                                          (11) 

𝐿𝐿(x, y) = �𝜔𝜔𝑘𝑘−1
(𝑖𝑖)

𝑘𝑘−1

𝑖𝑖=1

𝑁𝑁(𝑥𝑥;𝑚𝑚𝑘𝑘−1
(𝑖𝑖) , 𝑃𝑃𝑘𝑘−1

(𝑖𝑖) )𝑁𝑁(𝑦𝑦;𝑚𝑚𝑘𝑘−1
(𝑖𝑖) , 𝑃𝑃𝑘𝑘−1

(𝑖𝑖) )(12) 

(3) Calculate the result of permission scheduling based on 
formula (1-3) in the neuron. Then predict the sensitivity of the 
data according to formula (11) and (12). After that, calculate 
the relevance of the data and input the result into environment 
neuron layer by formula (4) and (5). 

(4) Calculate the model based on state and data. If the target 
does not coincide with the one-to-one hypothesis, the weight of 
the target should be altered by standardizing the behavior. The 
GM-PHD filter algorithm of constraint weight primarily can 
divided into two steps including predicting and updating. If the 
prediction intensity function v which identify x and y can 
describe the Gaussian Mixture form. 

𝑣𝑣𝑘𝑘|𝑘𝑘−1(𝑥𝑥, 𝑦𝑦) = 𝑃𝑃𝑠𝑠,𝑘𝑘 �𝜔𝜔𝑘𝑘−1
(𝑗𝑗 ) 𝑁𝑁 �𝑥𝑥;𝑚𝑚𝑆𝑆,𝑘𝑘|𝑘𝑘−1

(𝑗𝑗 ) , 𝑃𝑃𝑆𝑆,𝑘𝑘|𝑘𝑘−1
(𝑗𝑗 ) �

𝑘𝑘−1

𝑗𝑗=1

     (13) 

𝑚𝑚𝑆𝑆,𝑘𝑘|𝑘𝑘−1
(𝑗𝑗) = 𝐹𝐹𝑘𝑘−1𝑚𝑚𝑘𝑘−1

(𝑗𝑗 )                                                        (14) 

𝑃𝑃𝑆𝑆,𝑘𝑘|𝑘𝑘−1
(𝑗𝑗) = 𝑄𝑄𝑘𝑘−1 + 𝐹𝐹𝑘𝑘−1𝑃𝑃𝑘𝑘−1

(𝑗𝑗 ) 𝐹𝐹𝑘𝑘−1
𝑇𝑇                                    (15) 

By restricting the weight of average target number, the 
average root-mean-square error of target number and the 
distance of OSPA, the limitation that GM-PHD filter cannot 
process data on the one-to-one basis. Assuming that there are 
two limited signal sets X={x1,x2,...,xm} and Y={y1,y2,...,yn}，

whose parameters are valued as m≤n, and dc indicates the stage 
distance between two test signal sources. P and c are the 
false-alarm and undetected parameters, and they have to fulfill 
the following formula to accord with one-to-one tracking. 

τ(X, Y) = (
1
𝑛𝑛

(𝑚𝑚𝑚𝑚𝑚𝑚�𝑑𝑑𝑐𝑐

𝑚𝑚

𝑖𝑖=1

�𝑥𝑥𝑖𝑖 , 𝑦𝑦𝛼𝛼(𝑖𝑖)�
𝑃𝑃 + 𝑐𝑐𝑃𝑃(𝑛𝑛 − 𝑚𝑚)))

1
𝑃𝑃    (16) 

 (5) Calculate the environment factor in neuron layer 
combing information data. An approximation of high 
frequency can be obtained according to formula (13) and its 
permission can be restricted with formula (16) to enable the 
filter to track the target on the one-to one basis. 

(6) Acquire the sensitive data features. Input the acquired 
information into the background neuron layer and use formula 
(8) to obtain the sensitive words features and then input the data 
into the next neuron. 

(7) Analyze the cluster mapping. Analyze the cluster 
mapping in the hidden neuron layer, and acquire the feature 
data of each neuron layer using formula (16) including 
sensitivity characteristics of sensitive data, high frequency 
approximation, sensitive words permission and cluster 
mapping under that environment. 

(8) The algorithm is finished. 

IV. SIMULATION EXPERIMENTS 
In this thesis, the stimulation experiment is conducted by the 

proposed identification method based on MATLAB. We seize 
10000 data packets by terminal accessing application, 
including cluster data packets, dispersion data packets and 
ordinary data packets, among which cluster data is assumed to 
consist of sensitive data packets and ordinary data packets. We 
choose several data packets randomly to conduct the 
stimulation test and compare ordinary GM-PHD filter with 
Gaussian filter. Since the weight of GM-PHD filter for the 
tracked target is constrained, the tracking performance of the 
data is enhanced as the noise for each frame in the data packet 
which is extracted, and the result illustrate in Fig 1. 

 
Fig. 1 Comparison of Filtering and Tracking Performance 

 
Secondly, in order to verify the one-to-one tracking 

efficiency of the algorithm for the target, the relevancy degree 
of the three algorithms stated above is compared. The target 
data transmission is normalized and the range of relevancy is 
specified from 0 to 100. The relevancy degree of distributed 
data is calculated with three algorithms, as illustrated in Fig 2, 
from which it is clear that the relevancy degree between 
sensitive data and data will increase as the data interact more 
frequently, and when the data stream peaks at the point of 
unrestricted weight algorithm, the relevancy degree of data can 
be calculated effectively with the algorithm proposed in this 
thesis. 

 
Fig. 2 Comparison of Relevancy Degree 
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Meanwhile, the weight of output sensitive words is taken for 

an important index to weigh the sensitive data. As a result, the 
disclosure of sensitive data can be monitored according to its 
weight. As Fig 3 indicates, the values of the sensitive words 
weight from three algorithms are compared, and the range of 
the value is limited from 0 to 60. It is clear from Fig 3 that most 
range of the weight value can be monitored with the algorithm 
proposed in this thesis while the other two algorithms cover a 
smaller range. 

 
Fig. 3 Comparison of Sensitive Words Weight 

 
Finally, the comparisons of high frequency approximation 

and cluster mapping from the three algorithms are provided in 
Fig 4 and Fig 5 respectively. It can be concluded that as the 
degree of cluster increases, the features of sensitive data can be 
reflected from the cluster mapping generated by clustering of 
sensitive data. As Fig 4 illustrates, GM-PGD filter, Gaussian 
filter and the algorithm proposed in this article have similar 
capacities to describe the approximation of the high frequency 
when the data volume is relatively small.  

However, when the data volume is large, the algorithm 
proposed in this thesis achieves a better performance in 
identifying the approximation of high frequency, which reflects 
that this algorithm has more effective in data tracking and better 
adaptively. According to Fig 5, the algorithm proposed in this 
thesis has superior cluster mapping property and can provide 
better reliability in data identification with the same permission 
relevancy. 

 
Fig.4 Comparison of High Frequency Approximation 

 
Fig. 5 Comparison of Cluster Mapping 

V. CONCLUSION 
The disclosure of sensitive data on the Internet is primarily 

due to the initiative behavior of sending cluster information, 
and these sensitive data has high frequency approximation and 
cluster mapping. In order to prevent the disclosure of sensitive 
data based on sensitive words, a sensitive data identification 
method based on weight constraint GM-PHD filter and RBM is 
put forward in this thesis. It normalizes the data by weight 
constraint relationship, and forms the random network by 
definition of RBM's collection feature simulation energy 
function, and then generates the data sensitive feature weight in 
in GM-PHD filter. Finally, in order to verify the method 
performance, we compare the performance of common 
GM-PHD filter and Gaussian filter by the simulation 
experiments with MATLAB. The results show that the method 
proposed in this thesis has higher adaptability.  
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